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Abstract— Automating schema matching is challenging. Previ-
ous approaches focus on computing all element matches between
two schemas and don't take into account the preferences of the
user who can be only interested in specific elements of the schema.
We propose a new approach based on the user preferences to
extract subsets of schemas on which will be applied the matching
process. Fuzzy sets can be used to express the user preference:
in the selection criteria of a query. Thus, we introduce the notion
of fuzzy set defined over a part of the schema, then its extended
form that is explicitly defined over the whole schema, according to -
the generalization rules. This will reduce the research space and A mapping indicates that certain ~
therefore contribute to optimize the schema matching process. emmfgﬁ;{;ff;f;g&;ﬁglzappe‘i
We also propose to propagate weights to elements of a target
schema according to the user preferences on a source schema
and mappings found by the matcher between the two schemas. Fic. 1 —. Example of matching between two schemas.
The output scores give an automatic order of the target schema
elements based on the interest expressed by the user.
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K ds: Sch tchi : f . — LSD [8] and its extension GLUE [9] use a compos-
eywords. schema matching, mappings, USeT preferences, sim- G, approach to combining different matchers. They em-

llarity degree, fuzzy subset on schema, preferences propaga- ploy and extend current machine-learning techniques to

tion. semi-automatically find mappings. They were developed

. INTRODUCTION mainly for the XML domain. LSD first asks the user
to provide the semantic mappings for a small set of data
sources, then uses these mappings together with the sources
to train a set of learners. While LSD matches new data
sources to a previously determined global schema, GLUE
deals with ontologies and performs matching directly be-
tween the data sources. Both use machine-learning tech-
nigues for individual matchers and an automatic combi-
nation of match results.

COMA [10] and its extension COMA++ [1] were de-
veloped for combining match algorithms in a flexible
way. They represent generic match systems supporting

Most of schema matching approaches have emerged from the différent applications and multiple schema types such as
context of a specific application. Only few approaches (Clio XML and relational schemas. They follow a composite
[17], COMA [10], Cupid [15], and SF [16]), try to address approach, which provides an ex'FenS|bIe library of dl_f-
the schema matching problem in a generic way which is suit- ferént matchers and support various ways for combin-
able for different applications and schema languages. In the N9 match results. COMA and COMA++ reuse previ-
following, we present an overview of two approches (LSD ously obtained match results which may lead to signif-

and GLUE) achieved for specific applications and two others ica@nt savings of manual effort. Moreover, the two ap-
(COMA and COMA++) designed in a generic way. proaches are used as an evaluation platform to systemat-

Schema matching is the task of finding semantic correspon-
dences between elements of two schemas. This is the main
issue in many database application domains, such as hetero-
geneous database integration [24], E-commerce, data ware-
housing and semantic query processing [21].

Numerous systems and approaches have recently been devel-
oped to determine schema matches semi-automati¢gllly

[10], [12], [15], [16], [17], [18], [20]}.

Given two schemas, the output of most matching systems™
is a set of semantic correspondences (or mappings) between
attributes of schemas (see figurd3]).
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ically examine and compare the effectiveness of differefrom a source schema toward target ones and we give an
matchers and combination strategies. COMA++ extenégample.

the COMA prototype with major improvements like aln section V "Experiments and evaluations”, we present some
comprehensive graphical user interface, a generic da&sults from the application of the presented method.

model to uniformly support schemas and ontologies arknally in section VI "Summary and future work”, we list our

a variety of high-level operators to compose, merge @oncluding remarks and future work.

compare different mappings. Il PRELIMINARIES

Motivations We present in this part definitions of the important concepts
To reduce the user effort as much as possible, a substaged in our research context.

tial research and development effort have been achieved inl) Similarity measureis a concept whereby two or more

order to provide him with semi-automatic solutions. Many  terms are assigned a metric value: Similarity degree, in

systems have been developed and several of them evaluated to the range of0,1] based on the likeness of their meaning

show their effectiveness [20]. However, the related work don't  / semantic content.

take into account user preferences and suppose that the Wholg A schemais a labeled unordered tree [18]= (Vs, Es
schema interests the user whereas he can be only interested in r, label)with: Vs is a set of nodess is the root'nod'e

specific elements. _ _ Egs C Vg x Vg is a set of edgedabel Vg — £ where
Moreover, schemas to match can have an important size. Thus , "2 countable set of labels.

matchmg opera_tlon may entail high time consuming cost while 3) Schema Matchingis the discovery of mappings be-
time measure is an important and valuable part of schema : .
tween related schema elements belonging to disparate

matchers evaluation. )
data sources. It takes two schemas as input and produces

To solve these problems, it is important to know the interest :
. . a semantic correspondence between the schema elements
that the user carries to elements of a schema and to let him . .
in the two input schemas.

express his preferences through a query. For that, we Wel’% n i ol ‘ . f ol
influenced by [6] to propose a new approach. From preference ) In its simplest orm, amapping Is a set of element
matches each of which binds a source schema element

degrees assigned to elements of a source schema, we form 0 at ¢ sch | Cif the t b | "
subsets on schema (preference classes). This will reduce the 0 a larget schema element It the two schema elements
are semantically equivalent.

research space, therefore, it contributes to the optimization of
the schema matching process. Our approach includes also a I1l. RELATED WORK

propagation of degrees assigned to elements from the SOUrCE real-world applications, information is often imperfect.

sch_ema o the t?‘rget ones. 0 fuzzy set theory has been applied in a number of real
Weights are assigned to elements of a target schema accor B lications crossing over a broad realm of domains and dis-

]tco th;zbusehr preferﬁnczs on a shource scuema and mappidines {[2], [6], [13], [22], [23], etc}. We present in this
ound by the matcher between the two schemas. part related work based on the use of fuzzy sets and that are

. S . closed to our approach.
Thus, the main contributions of this paper are: PP

— The definition of thefuzzy subset schemahat may be A. Fuzzy sets and ontologies
over a part of a schema and igeneralization that is ~ Whereas in classic fuzzy sets, all the elements are on the
explicitly defined over the whole schema, using the linksame level and are associated with a degree explicitly defined,
between elements of the schema. This will reduce thkis is not necessarily the case in hierarchical fuzzy sets be-
research space of the schema matching operation.  cause several levels of detail exist in the hierarchy, and the
— The propagationof the user preference degrees to eldiierarchical links between the elements have to be taken into
ments of a target schema according to his preferencesamcount.
a source schema and mappings found between the tiad6], the hierarchical links are defined by the "kind of” rela-
schemas. Fuzzy relations are used as a basis to definetibie. Such a domain is called an ontology. The membership of
propagated preferences degrees. an element in a fuzzy set has consequences on the membership
of its sub-elements. The approach presents the notion of fuzzy
The outline of the paper is as follows: We begin in Sectioget defined over a subset of the ontology, then its developed
Il "preliminaries” with definitions of the important conceptsform defined over the whole ontology.

used in our research context. This method has been applied within the information system of
In section Ill "Related work”, we present a brief overview othe SymPrevius project, which brings together industrial and
some studies that are closed to our approach. academic partners to build a tool for the analysis of microbi-

In section IV "Fuzzy subset schema approach”, we introduééogical risks in food products (http://www.symprevius.org).
the notion of fuzzy set defined over a subset of a schema, thigie fuzzy set formalism was used in two main ways:

we present its extended form defined over the whole schema-— In the data modeling, for representing imprecise data
We describe the propagation process of the user preferences expressed in terms of possibility distributions.



— In the query expression, for representing fuzzy selecti@ssigned to elements of the PO schema are schown in figure
criteria which express the preferences of the user. 2.

B. Fuzzy set approach in Information retrieval

Recently, numerous Information Retrieval (IR) models hav PO 0
been designed based on concepts rather than keywords. ﬁsm]_m;
concept-based Information Retrieval aims at retrieving releva 0.7 i
documents on the basis of their meaning rather than their ke POShipTe  popiTe Ttem
words. The main idea at the basis of conceptual IR, is that t l _
meaning of a text depends on conceptual relationships betwt Contact Contact Line
real world objects rather than linguistic relations found in th Qty
text or dictionaries. ice

In [2], the proposed approach is based on the use of a fuz Name Adess  Name  Adess

conceptual structure both to index document and to expre

user queries. The documents are represented as a hiera City  Street

like Onto'qu where nodes are_ weighted. As a consequence, FIG. 2 —. Presentation of the FS$0,6/POLines,0,7/ POBIllTo}.
also queries are based on weighted keywords and presented

as a We|gted_ tree. The query eva'Pa_‘t'O” is based on the CORL it ig jjiustrated in this example, the resulting fuzzy subset
parison of minimal subtrees containing the two sets of n0dgghemas are defined over two different parts of the schema
corresponding to the concepts expressed respectively in fjgy ot on whole the schema, what prevents to use the classic

document and the query. _ _ . comparisons between fuzzy subsets to compare the FSS.
Fuzzy operators are used in this comparison to avoid the rigid-

ity that a classical comparison could give. Indeed, here evEn Generalization of the "Fuzzy subsets over schemas”

though nodes of the two subtrees are not identical, a degree oThe main objective of the FSS generalization is to discover

matching is calculated taking their possible common parentencepts whose user can need and that could have omitted.

into account. For example, if in a preference expression, the user specifies

the schema element Item, we consider that he is interested

_ ) naturally to everything relating to Item. On the other hand,
Current schema matching systems don't take into accouyp consider that a predecessor of an element in a schema is

the user preferences. Moreover, the time taken by the systgyg general to be pertinent.

to produce mappings between schemas is not going to haMethe following, we define generalization rules of the FSS

the same importance for large schemas and small ones.J§ich were inspired from [6].

solve these problems, we propose an approach based on the

preferences of the user to extract subsets of schemas on whic@eneralization rules Let S be a schema and, an FSS

will be applied the matching process. over dom(sl) (where domy() C dom(S)) with a membership

A. Fuzzy subsets over schemas function sz, .

A "Fuzzy Subset over a Schema” (that we will note FSS) Il;or all elemente of the global schems, let Pred(c) = {e1,

a subset of elements on a schefawhere, to each element.. en} be the set of predecessors in the schema structure.
of the schema is assigned a user preferénce degree The generalization of a FSS noted ext(s1), is defined over the

; . whole schemaS and is achieved according to the following
In a query, the user will associate to two elementande, of

the schema his preference degregsand e, are considered rules:
as keywords. He can affect a degréeto e¢; and a degred,

to eo, where for exampled, < dy, with, e; is a predecessor of

es on the graph representing the schema. It's from this query
which contains the user preferences that the fuzzy subsets Wi||2)
be formed.

Preference degrees can be determined semi-automatically; i)
this case, the user have to give an order of preferences and
the system will assign degrees according to this order.

City Street

IV. Fuzzy SUBSET SCHEMA APPROACH

1) If e is in the FSS, ther preserves the same degree in
its generalization.

If e has a unique predecessei in the FSS, then the
degree ofe; is propagated tce in the generalization.

If e has several predecessdfs, ...,e, } in the FSS with
different degrees, a choice must be established concern-
ing the degree that will be affected in the gener-
alization. The proposed choice is to take the maximum

B. Examplel degree ot ..., e,, Ssince the user is interested to specific
Let's consider the schema PO of the figaréhat describes concepts (successors) and not to generalities.

purchase orders with its lines (POLines), invoices (PoBillTo) 4) All other elements, such those not descended from the

and deliveries (PoShipTo) [15] and the FS$8,6/POLines, starting FSS, generalizations, and no comparable el-

0,7/ POBIllTo} including POLines and POBIllTo with the re- ements with those in the FSS, are considered as no

spective preference degrees$ and 0,7. Preference degrees pertinent, the degreé is associated to them.



provides correspondences between schema elements with sim-
From the generalization of the FSS, classes of preferences wldtity degrees. The similarity value is betweemnd1. Thus,
be formed according to degrees affected to schema elemeaots. matching relation is applied on fuzzy subsets (FSS) and
A class of preferences will contain all nodes belonging to thegives couples of elements with similarity degrees between
same hierarchy in a schema and having the same preferefi@nd 1. We propose to modelize it as a fuzzy relation [25].
degree. A fuzzy relation R between two setsY andY is a fuzzy
subset defined over the univergd x U2 with membership

D. Example2 function up as:

Let's consider the corresponding FSS built from the query
user {0,6 /POLines,0,7 /POBIllTo}. Degrees of preference pr: UL x U2 — [0,1]
affected to the concepts POLines and PoBillTo will be prop- (@ ) = przy).

agated to the other concepts according to generalization ru
specified above and preference classes will be formed.
we can see in figurd, two classes are resulting from thi
generalization.

iven a fuzzy relation, we can use the compositional rule
fich represents the inference rule in fuzzy logic [25]. This
Sallows us to find preferences of the use over the target schema
from his preferences over the source one.

Fule 4
0 _ .
FO U Definition: Let I be a set of input valueg) a set of output
Rule 4 Fm}_ms 0.6, values andE_a_l knowledge or'. _ o _
AR TEY l . The compositional rule deals with the following issue: Given
0 POShipTo / POBillTo | Item 0.8 \\\ a knowledgeF and a fuzzy relatiorR between/ andO, what
i ! 0.7 _ % are the values that can take the output? [19].
Cogact |  Confact 1 Line 0.6 \ ~Rue2  The mechanism of inference is schematized by:
| 0T B ReFUxV)
| »! .
Name Adress | MName Adress ice 0.6 r e F(U)
< 1 0.7 \\ ,’I
[RE : -
City  Stost ) N ?F e F(V)
1Y treet . .
. = Y City S‘gej’t with  pr(v)yey = mazyey[min( pe(u), pr(u,w))] and
N 0.7 "F e F(V)" represents the output to determifjd.9], [27]}.
“w___¢ Rulel F. Example3
Fic. 3 —  Preference classes related to the F§86 /POLines,0,7 / We will present in this example an application of the compo-
POBillTo}. sitional rule and show how the degrees affected to elements of

the source schema PO (figitlcan be propagated to the target
schema (see figuré). For that, we will match the preference
classes (fragments) of the schema PO and a target schema

Once preference classes are formed, we will apply the matghich represents also purchase orders (fig)reL5].
ing process between those classes and a target schema. For

that, we have used the COMA++ system for several reasons.

E. Matching of the "Fuzzy sets on schemas”

In [20], the evaluations of different match prototypes, wa PurchaseOrder

performed. COMA seems to be quite successful. A

In [1], COMA++ has shown much faster execution times an

better results than COMA, especially in large match problemnr Ttems DeliverTo  InvoiceTo

Moreover, COMA++ have a graphical interface enabling a vi i l l

riety of user interactions and allow the application of differer

match strategies. within these strategies, we can mention: ItemNumber jﬁiss Address

— AliContext: Context-dependent match strategy. It allow Quantity _ /\

matching all contexts of input schemas by determinin e Street  City
all paths from the schema root to a node. Street o

— FilteredContext: Refinement-based strategy for context-

. . - . .. FiG. 4 —. The PurchaseOrder schema.
dependent matching. It identifies first similar nodes, then

match the contexts of the similar nodes. According to the generalization rules, the user preferences on
— Reuse: This strategy determines mapping paths from eke source schema PO are (see figtie
isting match results to solve a new match tasks. {(POLines)(,6), (Item)(©,6), (Line)(0,6), (Qty)(0,6),

In our approach, we use the "AllContext” strategy since {{Price)(,6), (POBIllTo)(0,7), (Contact)(,7), (Name)(,7),
gives all existing mappings between two schemas. COMAKAdress)(,7), (Street)(,7), (City)(0,7)}.



We have used COMA++ to find mappings between the twiormats such as SGMi, XML, and HTML*. This collection

schemas (figur@ and figure4). is composed ofl000 XSD® schemas, with abou20 nodes

The resulting correspondences are represented by the follas-number of elements in each schema.

ing relation: In this work, we supposed that COMA++ provides all existing

R = "maps to” = {(POLines, Items})|,57), (Item, correspondences. On this basis, we are going to present the

ltem)(0,72), (Line, ltemNumber){,65), (Qty, Quantity)(,75), different tests achieved. _ _
(Price, Price) ,75), (POBIllTo, InvoiceTo) (,62), (Adress, From a source XSD schema and a query including the key-
Adress) (,51), (Street, Street))(76), (City, City) (0,76)}. words and preference degrees of the user, we extracted the

This relation contains pairs of elements with their respectife>> Tom the source schema. The objective here is to provide
similarity degrees. For example POLines (in the source scheffi§ USEr important mappings between preference classes of a

PO) corresponds to items (in the target schema PurchaseOrd@ce schema and a target ones. For that, we had varied the
with the similarity degree), 57. number of keywords to see the impact of this variation on

measures of precision and recall (figune

Given this fuzzy relation and the user preferences on the Souy(\!g_suppose that the user have to propose ftams keywords
schema PO, we apply the compositional rule to propagate thége= 1 ---5). The goal then,_ Is to compute th_e precision, the
degrees on the target schema PurchaseOrder. recall as well as the execution time while usingiumber of

For example we will compute the degree propagated to tfgYWords. _ o o
items. According to the compositional rule, this degree is equife Performed experiments with different combinations of key-
we producedl 0 possible combina-

to the maximum of the set of minimums similarity valuedVOrds. Thus, for every,

between elements of couples formed with POLines. In thioNS- This, allows us to compute the average precision, the
relation R, we notice that POLines appears only in pair (PcRVerage recall and the average execution time for each
Lines, Items). Then POLines forms with the other elemenfd1® results of the experiments are presented in figorasd
pairs with similarity degrees equal to(very weak). So, items 6.

will have as preference degree:

maz [min(0,6;0,57), min (0,6;¢€)] = 0,57.

Preference degrees of the other elements will be computec Average precision
the same way and we will have: g Average recal
{ltems(,57), Item(0,6), ItemNumber(,57), Quantity(,6), 2 o5
Price(,6), InvoiceTo(),62), Adress(,51), Street(,7), 0 Humber of keywords
City(0,7)}. ! 2 13 |4 8

Average 0,34 0.34 0.36 0,52 0.58

precision
Thus, from the user preferences on a source schema, we c¢| [|Avwrage recall | 1 ! ! ! !
reduce the research space of mappings. Which will serve to «
timize the process of schema matching. We propagated weights -

. d | ts of th h to di FIG. 5 —  Impact of the Variation of keywords number on the average
assigned to elements of the source schema to discover Usg&ision and recall.

preferences over the target schema.

The output scores give an automatic order of the target schefi figure5 shows that if the user chooses a weak number
elements based on the interest expressed by the user.  of keywords (less thai), the average precision is mediocre
(between).34 and0.36). From a number of keywords greater
than4, the precision is correct (greater thers0).

In order to evaluate our approach, we used measuresiRfwever, while increasing the number of keywords, the exe-
"Precision” and "Recall” cution time grows logically (see figure).

Precision= $2M ; Recall= S5, This permits us therefore to conclude that it's necessary to
Where: determine a compromise between the number of keywords
proposed by the user and the schema matching time.

CDM represents the relevant determined matctizdfS Experiments on a large scale should be done to determine such
represents discovered matches by the systet@i;\/ repre- compromise.
sents all correct existing matches (in our case, matches given

V. EXPERIMENTS AND EVALUATIONS

by COMA++). VI. CONCLUSION AND FUTURE WORK

All tests were performed on a corpus of schemas taken fromI thi h d h that ist
the OASIS web site (http://www.openapplications.org). OA- n s paper, we have proposed a hew approach that consists
ol applying fuzzy sets theory on schemas in order to express

SIS is an international consortium whose goal is to promolt
the adoption of product-independent standards for information 3. standard Generalized Markup Language

4. Hypertext Markup Language
2. Organization for the Advancement of Structured Information Standards 5. XML Schema Description
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